KOMPLEXE KONTEXTE — EINFACHE REGELN
Datenschutz zu Beginn des 21. Jahrhunderts

Ein Essay mit Anmerkungen (Version 1.0)

Prof. Dr. iur. Bernd Lutterbeck

bernd@lutterbeck.org

Berlin-Friedenau, 15. Mai 2010

Vorabversion, bitte nicht zitieren und weiterverbreiten


mailto:bernd@lutterbeck.org
mailto:bernd@lutterbeck.org

KOMPLEXE KONTEXTE — EINFACHE REGELN
Datenschutz zu Beginn des 21. Jahrhunderts
Prof. Dr. iur. Bernd Lutterbeck

RACHEL‘S LEID

Rachel, eine junge Studentin in Toronto, hatte ein Problem mit Facebook, das sie vorher niemals
ernsthaft in Betracht gezogen hatte. Am 21. April 2009 bricht es aus ihr heraus. «Meine Gromutter
will mich zum Freund habeny», war bei Facebook zu lesen: «No. Facebook you have gone too far.»
Rachel hatte immer eine sehr gute Beziehung zu ihrer GroBmutter, sie haben viel Privates
miteinander geteilt. Rachel war aber entsetzt, dass ihre GroBmutter sie auf einmal vor ihren
«Freunden» bloBstellen konnte. Das mochte Rachel nicht.

Rachel sucht Regeln fiir den 6ffentlichen Raum, in dem sie kommuniziert und iiber den sie ihre
Personlichkeit jedenfalls teilweise findet. Rachel legt groBen Wert auf die private Sphére, die sie
mit den «Freunden» teilt, weniger interessant ist es flir sie, was das Unternehmen Facebook mit
thren Daten anstellt. Diese Einstellung zum Datenschutz scheint sich zu widersprechen. Umfragen
in der Europédischen Union, den USA und Kanada belegen diesen vermeintlichen Widerspruch mit
Zahlen. Wie erklaren sich diese Zahlen? Nur der Paternalist hat eine schnelle Antwort parat. Die
Menschen sind eben nicht genug aufgeklért, wird er uns sagen, und Broschiiren und Programme fiir
Medienkompetenz auflegen. Ich befiirchte, diese Antwort greift zu kurz.

DIE EVOLUTION DER KOOPERATION

Menschen waren zu allen Zeiten phantasievoll bei der Ordnung ihrer Verhiltnisse. Ganz friih
entwickelten die Jager Weisen der Kooperation, um grof3e Tiere besser jagen zu konnen. Spéter war
das nicht mehr ausreichend. Die Umsténde verlangten eine zentrale Instanz, die die Koordination
iibernahm. Zu diesem Zweck erfanden die Menschen Kaiser und Konige. Die waren insbesondere
dafiir da, das kollektive Gut «Verteidigung gegen Feinde» so effizient wie eben moglich zu
organisieren. Ab dem 14. Jahrhundert, besonders radikal in den Stadtrepubliken Siena, Florenz und
spater Venedig, kam auch dieses Modell der Kooperation in Verruf — viel zu teuer und unsensibel
gegeniiber den Bediirfnissen der Menschen. Die Stunde der frithen Demokraten hatte geschlagen.
Mit ihren Modellen — mit leichten Vorteilen fiir Thomas Hobbes‘ Leviathan — koordinieren wir
unsere Verhéltnisse noch heute.

Es hat einige Vorziige, die Geschichte aus dieser ungewohnten Warte zu betrachten.
Evolutionstheoretiker und Verhaltensokonomen sprechen von Ko-Evolution, um das
Zusammenspiel von Menschen und ihren Regelsystemen (Institutionen) zu charakterisieren.
Wichtig ist der Ausgangspunkt: Kein Regelsystem fillt vom Himmel, die Menschen miissen sich
alles hart erarbeiten. Ein Beispiel: Die Romer erfinden um 300 bis 200 v. Chr. den Vertrag, das
Vertragsrecht dndert das Verhalten von Menschen, das jetzt neue Verhalten gibt wiederum Raum fiir
neue Institutionen. So gehort heute eine Haltung wie «Vertrdge muss man halten» zur moralischen
Grundausstattung der meisten Menschen. Menschen spielen also gewissermallen mit sich selber
Pingpong. Wo ihnen das nicht gelungen ist wie in vielen Lindern der Dritten Welt, herrscht meist
das blanke Elend. Dieses Zusammenspiel von Mensch und Institution hat allerdings eine
Eigenschaft, die sie fiir Ideologen aller Art suspekt macht. Die Kommunikation der Menschen wird
so komplex, dass eine Ordnung (oder Kontext) entsteht, an die niemand vorher gedacht hat, die
deshalb auch nicht planbar war. Die so entstehende Ordnung ist also «das Ergebnis menschlichen
Handelns, aber nicht menschlichen Entwurfs» (Friedrich A. von Hayek).

Diese Sicht hat durch die neueste Entwicklung von Computertechnik, Software und dem Internet
empirische Evidenz erhalten. Man nehme das Beispiel Google Maps. Google Maps liefert lediglich
eine Infrastruktur, auf deren Basis unterschiedlichste Angebote realisiert werden. Die Spanne reicht
von Nachbardiffamierungsseiten wie <rottenneighbor.com> zu lokalisierten Verzeichnissen von
Sexualstraftitern und innerstddtischen Mitfahrborsen wie <citypendler.de>. Kein Mensch bei
Google hat das geplant oder will es auch nur planen. Google stellt allein eine offene
Programmierschnittstelle zur Verfiigung, auf deren Basis Menschen ihre sog. «Mashups» erstellen
konnen. Sie erstellen neue Inhalte, indem sie sie mit alten vermischen («to mash»). Damit bestétigt
sich eine weitere Vorhersage von Hayek's. Das Wissen, das die Entwicklung der Menschheit
vorantreibt, entsteht zundchst dezentral bei den Menschen selber und kann nicht in hierarchisch-
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planerischen Prozessen erschlossen werden. Es erzeugt Kontexte, das sind soziale Strukturen, deren
Eigenschaften im Laufe der Zeit evolvieren. Diese sind keineswegs chaotisch oder instabil, sondern
organisieren sich nach Regeln der Kommunikation, die fiir den jeweiligen Kontext erheblich sind,
in Sonderheit Regeln der Reziprozitét. Solche Kontexte sind der eigentliche Wachstumsmotor einer
digitalen Okonomie. Zunichst unbedeutend kénnen sie gerduschlos verschwinden oder sich zu
groflen Unternehmen wie zB Google heranbilden oder wie im Falle von Open Source Software
Lieferant von unverzichtbarer Infrastruktur sein. Man denke an das Beispiel des Betriebssystems
Linux oder die Apache-Server. Erst diese vernetzte Infrastruktur gibt den verteilten
Zusammenhdngen der Kommunikation ihren Halt und ihre Dynamik. In allen Féllen entsteht
Ordnung, weil Menschen nach Regeln kooperieren.

Die Irritationen und Unsicherheiten um den Datenschutz haben ihre tiefere Ursache in dem
Unversténdnis dieser evolutiondren Herausbildung spontaner Ordnungen.

«PRIVACY IN CONTEXT»

Fiithrt das Informationsgebaren des Staates und privater Unternehmen zu einem anderen Typ von
Gesellschaft? Wenn ja, wollen wir in dieser Gesellschaft leben? Nein, lautet die Antwort des (nicht
nur deutschen) Datenschutzrechts. Das herrschende juristische Konzept fiir den deutschen
Datenschutz ist aus dieser Angst vor dem totalitiren Staat entstanden. Es denkt den einzelnen
Menschen zumeist in einer Totalitdt, die sich den Méchten der Diisternis entgegenstellt. Der
Mensch steht dann im digitalen Zeitalter unter «priventiver Uberwachungy, die «softwaregestiitzte
Durchregelung seines Alltags» kann nur durch «digitale Selbstverteidigung» und beherzte Eingriffe
des Bundesverfassungsgerichts gestoppt werden (Frank Rieger vom Chaos Computer Club).
Geradezu zwanghaft bewegt man sich so in einer Dichotomie zwischen gut und bose, zwischen
Sicherheit und Freiheit, die beide Standpunkte den Launen des politischen Prozesses iiberantwortet.
Je nach politischer Mehrheit siegt mal die eine, mal die andere Position. So segelt der Datenschutz
ohne Kompass auf der Woge der jeweils aktuellen Empdrung — mal bei einer «vorsorglich
anlasslosen Speicherung der Telekommunikationsverkehrsdaten», mal bei StreetView oder
irgendeinem Skandal bei GroBunternehmen.

Diese Konzeption des Menschen und seiner Gesellschaft ist {iberholt. Sie iibersieht, wie es der
Gedanke der Ko-Evolution nahelegt, dass Menschen sich durch den Gebrauch der von ihnen
geschaffenen Institutionen verdndern. 30 Jahre BDSG haben viele Verstdfle, aber keinerlei
Tendenzen zu einem totalitidren Staat offengelegt. Die Menschen haben gelernt, dass dieser Aspekt
heute nicht der entscheidende sein kann. Sie passen ihre Priorititen dem stindigen Wandel der
Umstdnde an und setzen ihre moralischen Priaferenzen in Trade-offs (adaptive Préiferenzen). Sie
wissen langst, dass ein Informationelles Selbstbestimmungsrecht, das ihnen ein eigentiimerdhnliches
Recht an den Daten verheisst, «im Internetzeitalter nicht realisierbar ist» (Hans Peter Bull). Es ist
deshalb an der Zeit, von dem «groBen Bruder» und dem mit teutonischer Wucht errichteten
Abwehrbollwerk endgiiltig Abschied zu nehmen. Eine Regel, die ihre eigenen Setzungen durch
zahlreiche, praktisch notwendige Ausnahmen durchlochern muss, zerstdrt die Voraussetzungen,
unter denen sie angetreten ist und untergribt die Legitimation des Datenschutzes. Wir konnen
diesen institutionellen Datenschutz — vor allem den Schutz vor groen Datensammlungen — getrost
in den Alltag und die miihselige Arbeit beim Ausgleich der Interessen entlassen.” So wird der Blick
frei fiir die zwei wesentlichen Herausforderungen fiir die «Privatsphére» im 21. Jahrhundert: Das
Regulierungskonzept selbst und die Ordnung des Wissens. Diesen Datenschutz nenne ich vorldufig,
mangels eines besseren Wortes, sozialer Datenschutz.

Je einfacher die Regeln, umso groBBer die Wahrscheinlichkeit, dass man sie ernst nimmt. Deshalb
hat sich ein neuer Typ von Regelungen herausgebildet, den ich «generisches Recht» genannt habe.
Vorbild sind «Creative Commons (CC)-Lizenzen», die es Millionen von Menschen in der ganzen
Welt ermoglichen, ihre Urheberrechte im Netz wahrzunehmen — unabhéngig von den Anordnungen
jeweiliger nationaler Rechtsordnungen. Ein anderes Beispiel sind die «Privacy Settings» von
Facebook. Die «Settings» sind so etwas wie die Essenz des Datenschutzes. Denn die Regelungen,
die durch Software eingestellt werden, miissen ja fiir Menschen in unterschiedlichen Jurisdiktionen
gelten und vor allem verstindlich sein. Am Besten, sie passen — ohne Scrollen und durch Graphiken
selbsterkldrend — iibersichtlich auf eine einzige Webseite. So wird der einzelne Mensch zum

* Das wissenschaftliche Konzept fiir den deutschen Datenschutz, insbesondere die Figur des Informationellen
Selbstbestimmungsrechts, ist eine Erfindung von 1971, an der ich beteiligt war, vgl. Steinmiiller/Lutterbeck/Mallmann:
Grundfragen des Datenschutzes, Anlage 1 der Bundestagsdrucksache V1/3826 v. 7. September 1972
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Regulator seiner Verhiltnisse. Er verwendet wie selbstverstindlich «CC-Lizenzen», ohne je eine
Stunde Urheberrecht gehort zu haben und im Zweifel ohne Kenntnis seines nationalen Rechts. Dass
erst politischer und sozialer Druck zu diesen neuen «Settings» gefiihrt hat, zeigt, dass der Staat und
seine Datenschutzbeauftragten im digitalen Zeitalter mitnichten entbehrlich sind.

Nach heutiger Einsicht entsteht das Wissen der Welt nicht mehr {iberwiegend in den Institutionen
des Industriezeitalters, sondern zunehmend auch in sozialen Kontexten, wie sie zB Facebook,
Wikipedia oder Twitter reprasentieren. Natiirlich fliessen in diesen Kontexten personenbezogene
Daten, die je nach Situation ihre ganz eigene Bedeutung erhalten. Man denke etwa an den Fluss
von Daten, die die Gesundheit betreffen. Die Daten sind dabei immer nur Mittel fiir den Zweck,
sich kommunikativ zu verwirklichen. Datenschutz ist folglich nicht Selbstzweck, er will die
Spielrdume fiir Leben erhalten und vergréf3ern — aber er ist nicht das Leben selber. Deshalb ist der
Trade-off, der sich empirisch fiir zahlreiche Kontexte nachweisen lésst, folgerichtig und rational:
Mal ist der Schutz personenbezogener Daten fiir die Menschen besonders wichtig, mal ist er es
nicht. Rachel und ihre «Freunde» werden (neben viel Unsinn) ein Wissen erzeugen, das heute noch
nicht existiert und sich weltweit vernetzt heranbildet. Die List evolutiondrer Ordnung will es aber,
dass niemand wissen kann, welche Richtung die Menschen damit einschlagen werden. Gerade
wegen dieser Ungewissheit ist die Wirtschaft auf Gedeih und Verderb auf die Kooperation der
Menschen angewiesen. Alles andere wire eine «Anmassung von Wisseny.

Nach den Visionen fiihrender Informatiker wird das Wissen kiinftig technisch {iberwiegend in
der «Wolke» generiert (Cloud Computing). Den «Herrn der Dateny fritherer Tage wird es wohl gar
nicht mehr geben. Auch ist Facebook sicher nur Vorreiter fiir technisch ganz anders funktionierende
Systeme — eine Spielwiese der ersten Generation, technisch wie sozial. Angesichts der Nicht-
Vorhersagbarkeit der Entwicklung sollte der Gesetzgeber immer nur einen Rahmen setzen, der die
Entstehung dieses dezentralen Wissens nicht behindert. Er wird den Wettbewerb als
«Entdeckungsverfahren» nutzen — gegen Monopolbildungen und fiir Netzneutralitit,
Interoperabilitidt und Offenheit der Standards und Schnittstellen. Er muss also das Open Source
Prinzip als wesentliches Bauelement dezentraler Kontexte stirken. Der klassische institutionelle
Datenschutz kennt den Menschen nur als «Betroffenery, fir den sozialen Datenschutz sind die
Menschen Subjekte, die die Wissensordnung der Zukunft bauen. Im institutionellen Datenschutz
spielen Rechtsregeln die alles entscheidende Rolle, beim sozialen sind es soziale Normen. Die
groffite Herausforderung fiir den Datenschutz liegt in dem neuerdings so genannten
«Institutionendesign», der beide Typen aufeinander beziehen muss. Datenschutz wird sich dann zu
einer Disziplin iiber die Kooperation von Menschen in einer vernetzten Welt entwickeln.

CONCLUSIO

Ein zu rigider Gesetzgeber, der das Verhalten der Menschen — in guter Absicht — reguliert, kann die
(intrinsische) Motivation untergraben, aus der heraus Menschen kooperieren und das fiir alle
kiinftigen Innovationen erforderliche Wissen erzeugen. Ein Effekt, der anschaulich mit «Crowding
Out» bezeichnet wird — Verdrangung. Wer als Gesetzgeber (oder auch Richter) immer nur an den
Schurken denkt, der mit seiner Informationsverarbeitung die guten Biirger ins Verderben stlirzen
will, erzeugt erst den Schurken, den er eigentlich verhindern will. Der erste
Bundesdatenschutzbeauftragte Hans Peter Bull hat recht: «Die Freiheit des Individuums wird durch
liberméBige Verrechtlichung in ihr Gegenteil verkehrt.» Seit den bahnbrechenden Arbeiten von
Elinor Ostrom, die 2009 mit dem Nobelpreis fiir Okonomie geehrt wurde, weil man, dass neu
entstehende soziale Kontexte im Schatten des Rechts entstehen konnen. Rechtliche Regelungen
konnen unter Umsténden also entbehrlich sein. Das macht Mut fiir den folgenden praktischen Rat:

Achte darauf, nicht zu sehr zu intervenieren in das, was Menschen erreichen wollen. Lass sie

in Ruh’ und gib ihnen die Chance, ihre intrinsische Motivation so weit wie eben moglich an

den Tag zu legen! (Bruno Frey)
Es ist eigentlich ganz einfach: Gesetzgeber (und Richter) des digitalen Zeitalters miissen ihre
«Default-Einstellung» beim Design von Institutionen &ndern: den Hebel von Misstrauen auf
Vertrauen stellen!

Die Giganten des Industriezeitalters werden nicht alle absterben. Sie werden auch nicht einfach
von Wolfen zu liebenswerten Ladmmern. Man braucht sie noch — aber immer weniger. Dieser
Prozess ist unvermeidlich und unentrinnbar. Wir sollten deshalb bei den Diskussionen um den
Datenschutz aufhdren, die Schlachten der Vergangenheit zu schlagen. Und Rachel? Ich denke, ein
«Right for the last word» wiirde ihr flirs Erste weiterhelfen.



Anmerkungen zu einem Essay

Dieser Essay ist als Beitrag fur einen Wettbewerb entstanden, den die Schufa Holding AG/
Wiesbaden am 17. November 2009 ausgelobt hat:

2Zwischen Liberalitdt und Paternalismus — Wo férdert, wo beschrdnkt der
Datenschutz Blirgerrechte?

Den Essay habe ich am 15. Méarz 2010 eingereicht. Im Mai 2010 ist er mit dem zweiten
Preis ausgezeichnet worden. Die Schufa bereitet eine Publikation aller im Wettbewerb
ausgezeichneten Beitrage vor.

Man merkt dem Text sicher an, dass er sich verzweifelt bemiht, die Vorgaben der
auslobenden Stelle zu erflllen — maximal vier Seiten. Diese Seitenvorgabe fir ein derart
herausgehobenes Thema war hart und nur durch Tricks bei den Formaten und Fonds zu
erfilllen. Fir meinen Geschmack hat darunter die Asthetik des Textes gelitten. Und
natdrlich lasst der Typ <Essay> die unter Wissenschaftlern Ubliche wissenschaftliche
Zitierweise nicht zu. Es ist mir deshalb ein Anliegen, darauf hinzuweisen, dass ich eine
zentrale ldee des Essay‘s — Rachel's Leid — aus einer Examensarbeit eines jungen
amerikanischen Autors bezogen habe — Chris Petersen’s «Saving Face: The Privacy
Architecture of Facebook» von 2009. Auf die Idee, ausgerechnet eine Examensarbeit zur
Klarung meiner eigenen Position zu Rate zu ziehen, hatte mich die junge australische
Doktorandin Kate Raynes-Goldie gebracht. In ihrem schénen kurzen Beitrag fir die
Januarausgabe 2010 von «firstmonday» untersucht sie empirisch die Kommunikation in
der wohl weltweit gréBten Facebook-Community in Toronto. lhre Untersuchung ist
geeignet, die allgemeine Rede von den im Datenschutz so schrecklich naiven jungen
Leuten in Zweifel zu ziehen.

Mein schlechtes Gewissen ist etwas geringer, wenn ich jetzt auf zwei weitere Autoren
verweise, bei denen ich geborgt habe. Meine Uberschrift «Privacy in Context» zitiert den
Titel des gleichnamigen Buchs von Helen Nissenbaum, das im Januar 2010 erschienen
ist, wahrend ich den Text des Essay‘s verfasst habe. Auf ihre Spur hatte mich Seda
Gurses bebracht. Seda war vor Jahren ein Semester lang Informatik-Studentin in meinem
Kurs «Information Rules» an der TU Berlin und mir durch ihre originellen ldeen
aufgefallen. Spéater war ich dann ihr Gutachter fur ein Promotionsstipendium uber
«Software Engineering und Datenschutz». lhre Idee, als Informatikerin den Datenschutz
vom Kopf auf die FUBe zu stellen, hat mir imponiert. Auch der zweite im Text
verschwiegene Autor stammt aus meinem Berliner Umfeld. Von Frank Pallas, meinem
friheren Assisstenten, habe ich einen konzeptionellen Zugang zum Problem des
Paternalismus gelernt und die «Google-Maps-Beispiele» tbernommen.

In unserer Grundlegung des Datenschutzes von 1971 (Steinmdiller/Lutterbeck/Mallmann
1972) haben wir u. a. die Figur des Informationellen Selbstbestimmungsrechts entwickelt,
schon vor 40 Jahren haben wir in diesem Gutachten das «Ende der ‘Privatsphéare»
postuliert — vielleicht aus teilweise ahnlichen Grinden, die 2010 Marc Zuckerberg (2010),
den Griinder von Facebook, zu der gleich lautenden provokativen AuBerung gefiihrt
haben. Die juristische Debatte um den Datenschutz krankt bis heute daran, dass sie nur
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einen Teil unserer Erfindung des «Informationellen Selbstbestimmungsrechts»
ubernommen hat. Fir den anderen Teil hatten wir damals zugegeben noch nicht ganz
ausgereifte Vorstellungen. Wenn wir damals schon Chris Petersen’s Arbeit (und die
moderne Institutionenékonomik) gekannt hatten, hatten wir es bestimmt besser gemacht.
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